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Motivation
Problem: Panoptic Scene Graph Generation from 
Purely Textual Descriptions (Caption-to-PSG)

“Purely” for Three Constraints:
• No location priors
• No explicit region-entity links
• No pre-defined concept sets

Two Key Challenges:
• Learning to the ground entities in language onto the visual scene, developing the 

ability to perform partitioning and grounding purely from textual descriptions
• Learning the object semantics and relation predicates from textual descriptions, 

without pre-defined fixed object and relation vocabularies 

Framework

Region Grouper: partitioning the image in a hierarchical way
Entity Grounder: grounding textual entities onto the image segments through a fine-grained 
contrastive learning strategy
Segment Merger: leveraging the grounding results as explicit supervision to learn similarity 
matrices for inference-time merging
Label Generator: auto-regressive generation for prediction, leveraging pre-learned common 
sense from pre-trained language model, PET to better incorporate the common sense
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